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Abstract
As LSI manufacturing technology improves and the time-to-market for products becomes stricter, more and more circuit designs have multiple clock domains due to concerns such as design re-use, power reduction and temperature control. It is not uncommon for these designs to have multi-cycle paths which are untestable. The rapid identification of these untestable paths reduces test generation time as well as over-testing due to design for testability (DFT). For current and future designs, this has already become impractical at the gate-level. This paper presents a method to identify non-robust untestable multi-cycle paths at the register transfer level (RTL) and the details in a case study of a benchmark circuit.
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1. INTRODUCTION
Efficient identification of path delay faults (PDF) has become an important topic as chip timing requirements become stricter and delay testing and analysis become more important. Generally, DFT techniques are used to reduce test cost. However, they introduce over-testing problems since DFT techniques can make untestable paths testable. Therefore, rapid and correct untestable path identification has become a requirement to reduce automatic test pattern generation (ATPG) time as well as yield loss from over-testing when applying DFT to chip designs [8]. Several efficient methods have already been proposed for untestable path identification for combinational circuits at the gate-level[2-4]. Untestable PDF identification for sequential circuits have been addressed in [5], also at gate-level.

However, with today’s complex chip designs, complete untestable path identification at the gate-level has become unfeasible, especially for sequential circuits[5]. Considering the great number of gate-level paths, [8] presented a way to identify untestable paths at RTL for sequential circuits. At RTL, the number of paths to be analyzed is greatly reduced and if the correspondence of RTL paths to gate-level paths can be established, a great reduction to ATPG time can be gained.

Chip designs can have multi-cycle paths which can be due to resource sharing, multiple clock domains for low-power designs and IP re-use as well. Thus, the identification of multi-cycle untestable paths has increasingly become an important problem for reducing ATPG time and test size [10]. [6, 7, 9, 10] have presented several techniques for multi-cycle path identification. More specifically, [10] studied the effects of multi-cycle false path removal on testability while [7] aimed to derive the valid clock period of a circuit using gate and segment delay information. [9] specifically addressed the problem of reducing test generation and fault grading time. However, all of these approaches for multi-cycle untestable path identification only considered gate-level circuits.

In this paper, we present sufficient conditions for rapid and efficient identification of non-robust untestable multi-cycle paths at RTL. Although, untestable path identification at RTL was first introduced in [8], the authors only considered single-cycle RTL untestable paths and ignored the possibility that some paths may not be untestable if tested at more than one clock cycle. In this paper, we increase the quality of the identified false paths compared to [8]. For the rest of this paper, non-robust untestable paths will be referred to as false paths as in [8].

The contributions of this paper are: (1) introduce the concept of multi-cycle false paths at RTL, (2) derive sufficient conditions for multi-cycle RTL false paths for two transition propagation models which can be modified to apply to various circuit designs, and (3) give a case study of a benchmark circuit which proves the necessity of identifying...
multi-cycle false paths as well as show the effectiveness of our method.

The rest of this paper is organized as follows. Preliminary ideas and assumptions are given in Section 2. Multi-cycle RTL false path identification is explained in Section 3. Section 4 presents a case study about using applying the conditions in Section 3 on a benchmark circuit, while Section 5 concludes this paper.

2. PRELIMINARIES

2.1 RTL Circuits

The method presented in this work uses RTL information to quickly identify false paths. The RTL circuits under consideration are represented as a structural design consisting of a controller (finite-state machine), a datapath (made up of multiplexers (MUXs), registers, and other RTL combinational modules), and the corresponding RTL signal lines (control and status signals) connecting them as shown in Figure 1.

For this work, we only consider designs with a single clock domain, and RTL paths in datapaths. We assume that, for controllers, there exists no multi-cycle paths, and state transitions are completely specified for each possible state and input vector pair. We also assume that delay information for the modules and segments are not available at RTL.

2.2 RTL Path

An RTL path is a path which starts at a primary input (PI) or a register (start register Rs) and ends at a primary output (PO) or register (end register Re). Furthermore, it must only pass through combinational modules and can represent one or a bundle of single-bit paths. For example, a path from register R1 passing through multiplexer M1, the ALU, multiplexer M2 and ending at register R3 in Fig. 1 is considered an RTL path. Since each RTL path can represent a bundle of gate-level paths, after logic synthesis, these RTL paths are transformed into a large number of gate-level paths. However, the final gate-level circuit configuration greatly depends on the type of logic synthesis used. In order to achieve RTL path to gate-level path correspondence, we restrict logic synthesis to a module interface preserving-logic synthesis (MIP-LS) as defined in [8]. In MIP-LS, each RTL module is transformed into individual gate-level netlists. Since optimizations are only performed within each module and each RTL signal line connecting the modules are split into 1-bit signal lines, the connection configuration in-between the modules are guaranteed to be preserved and propagated to the gate-level synthesized circuit.

2.3 Single-cycle RTL False Path

At gate-level, false paths are paths which cannot be sensitized by any input vector.

Definition 1: RTL False Path

RTL false paths are RTL paths whose corresponding gate-level paths are all false for any logic synthesis[8]. Although RTL false paths were first defined in [8], the authors only presented sufficient conditions for single cycle RTL false paths.

Theorem 1: An RTL path is single-cycle RTL false w.r.t. MIP-LS if it satisfies one of the following conditions at any time $t$:

1. No transition occurs at the starting point of the path at time $t$.
2. Any transition at the starting point at time $t$ is not propagated along the path to the end point within one clock cycle.
3. No value is captured at the ending point at time $t+1$.
4. No value captured at the ending point of the path at time $t+1$ is ever propagated to any PO.

3. MULTICYCLE RTL FALSE PATH IDENTIFICATION

3.1 Multi-Cycle RTL Path

Multi-cycle RTL paths are essentially RTL paths which don’t need to finish propagating a signal from a starting point to its end point within one clock cycle.

Definition 2: $k$-cycle RTL Path

Figure 2. Example multi-cycle RTL path
A multi-cycle RTL path which has up to k clock cycles to propagate a transition from source to destination.

Assume that the RTL circuit shown in Figure 2 has a 3-cycle RTL path from R1 passing through multiplexer M1, the ALU, multiplexer M2 and ending at register R3. At time t, the control signal of R1, r1, is set to L and R1 loads a value from primary input PI1. At t+1, this transition is propagated through the path and reaches the ALU within 1 clock cycle. At t+2, the transition continues to propagate from the ALU until it reaches the input of R3. While not shown, the control signal of R3, r3, becomes L at t+3 and the transition is captured.

### 3.2 k-Cycle RTL False Path

At gate-level, k-cycle false paths are paths which cannot be sensitized by any input vector within k clock cycles.

**Definition 3: k-Cycle RTL False Path**

A k-cycle RTL false path is an RTL path whose corresponding gate-level paths are all k-cycle false for any logic synthesis.

**Theorem 2:** An RTL path is k-cycle false w.r.t MIP-LS if it satisfies one of the following conditions at any time t:

1. No transition ever occurs at the start register, Rs, or PI of the RTL path at time t.
2. Any transition at the starting point of the path at time t is never propagated along the path to the endpoint point within k clock cycles.
3. No value is captured at the ending point at time t+k.
4. No value captured at the ending register, Re, at time t+k is ever propagated to any PO.

The proof for Theorem 2 is just a simple extension of the proof for Theorem 1 and is omitted in this paper. RTL paths which are k-cycle RTL false for k ≥ 2 are multi-cycle RTL false paths. Furthermore, if a path is k-cycle RTL false for any value of k, it is only then that we can consider it as an RTL false path.

### 3.3 Control-Dependent k-Cycle RTL False Path

At RTL, we can determine information regarding state transitions and control signals (i.e. Load / Hold signals, MUX select signals, etc.) given a state and input vector pair. We can therefore define sufficient conditions for identifying k-cycle RTL false paths using the control signal information.

k-cycle false paths identified this way are called control-dependent k-cycle false (CDkF) paths. For this work, we will only consider paths starting at datapath registers (DR) or PIs and ending at datapath registers (DR) or POs.

An example of a CDkF RTL path is shown in Figure 3. Assuming that the timing diagram and control signal table of the path specified in Figure 2 is the only possible control sequence at any time t, the path starting from R1 to R3 passing through MUX M1, an ALU, and MUX M2 is CDkF at k=3 if we consider the timing diagram for the control signal sequences for R1 (r1), M1 (m1), M2 (m2), and R3 (r3) from time t to t+3 (the variables in parentheses are the respective control signals per module). The table shows the effective control signal at each clock edge, where L means a LOAD signal, H represents a HOLD signal, numbers represent the selected input of a multiplexer, and x's represent signal values which can be ignored at each time frame. At time t, r1=L and R1 loads a new value. This value is then propagated through M1 (m1 selects the on-path) within 3 clock cycles. Unfortunately, while R3 has a load signal at t+3, M2 never selects the on-path (m2 must be 0 in order to propagate the transition) from t+1 to t+3 and blocks the propagation of the signal from M1. Therefore, judging from the control signals from t to t+3, the path is 3-cycle CDkF.

The specific definition of a multi-cycle path can vary according to the design rules being followed by the circuit designers. For example, an RTL path will be classified differently depending on whether it belongs to a non-pipelined, pipelined or wave-pipelined circuit. For this work, we present solutions for a simple and strict single-transition circuit model and a less-strict, generalized model which are applicable to many circuit designs. Each transition propagation model and their corresponding sufficient conditions for CDkF RTL path identification are discussed in the following subsections. Note that these two models represent extreme cases and can be easily modified to reflect other circuit designs.

#### 3.3.1 Single-transition Circuit Model

In the single-transition model, the k-cycle paths of a circuit must exhibit the following characteristics at any time t:

1. When the start register, Rs, loads at t, it must hold the value from t+1 to t+k.
2. All multiplexers on the path must continuously select the on-path from t+1 to t+k.
3. The end register Re must load at t+k.

In short, given a k-cycle path, only the transition from Rs at time t is ever propagated to Re within k clock cycles. An example control sequence table of a 3-cycle path that can be a true path is shown in Figure 4(a) for the path given in Fig. 2. For the transition to propagate from R1 to R3, it is imperative that all the multiplexers select the on-path from
Let $\text{R}$ be the set of paths ending at register $R$. $R$ is uncontrollable at time $t$ if it satisfies one of the conditions below for every path $\pi \in P$ for any $v \geq 1$:

1. No control sequence for the starting register, $R$, of $\pi$ starting from $t-v$ to $t$ is of the form $\{LH^{k-1}x\}$ or $R$ is uncontrollable at time $t-v$.
2. $R$ does not load at time $t$.
3. Let $o_{M_i}$ be the control signal which selects the on-path for each multiplexer $M_i$ in $\pi$ ($1 \leq i \leq n$ and $n$ is the number of multiplexers in $\pi$). No control sequence for each $M_i$ is of the form $\{x o_{M_i}\}$ from $t-v$ to $t$.

**Definition 5: Register Observability for Single-transition Model**

Let $\pi$ be the set of paths starting at $R$. $R$ is unobservable at time $t$ if it satisfies one of the conditions below for every path $\pi \in P$ for any $v \geq 1$:

1. No control sequence for $R$ starting from $t$ to $t+v$ is of the form $\{LH^{k-1}x\}$.
2. The end register, $Re$, does not load at time $t+v$ or $Re$ is unobservable at time $t+v$.
3. Let $o_{M_i}$ be the control signal which selects the on-path for each multiplexer $M_i$ in $\pi$ ($1 \leq i \leq n$ and $n$ is the number of multiplexers in $\pi$). No control sequence for each $M_i$ is of the form $\{x o_{M_i}\}$ from $t$ to $t+v$.

**Theorem 3: RTL CDkF paths for Single-transition Model**

An RTL path $p$ is RTL CDkF with respect to the single-transition model and MIP-LS if one of the following 3 conditions is satisfied at any time $t$:

1. Given the set of all possible control signal sequences of the start register $Rs$ for $k$ clock-cycles, a control sequence of the form $\{LH^{k-1}x\}$ starting at time $t$ cannot be found or $Rs$ is uncontrollable at $t$.
2. Let $o_{M_i}$ be the control signal which selects the on-path for each multiplexer $M_i$ in $p$ ($1 \leq i \leq n$ and $n$ is the number of multiplexers in $p$). No control sequence for each $M_i$ is of the form $\{x o_{M_i}\}$ from $t$ to $t+k$.
3. The transition is not captured by $Re$ at $t+k$ or $Re$ is unobservable at $t+k$.

**3.3.2 Generalized Model**

We further extend our methodology to consider the “possibility” of a transition starting from the Rs of a $k$-cycle RTL path to be propagated to its Re within $k$-clock cycles regardless of whether or not Rs continuously holds the value and/or all the MUXs continuously select the on-path. Here, as long as there is a possibility for a transition to be propagated within $k$-clock cycles, we cannot consider it to be CDkF. As an example, consider the control sequence table in Figure 5(c) for the RTL path in Figure 5(a), where a transition propagation path can be found from $M1$ to $M3$ because the transition could have passed through $M1$ at $t+1$ even though $m1$ selected the off-path during the subsequent cycles, it could also have passed through $M2$ and $M3$ at $t+3$ and finally captured by $R3$ at $t+3$. In contrast, $M3$ completely blocks the propagation of the transition from $M2$ to $R3$ at $t+2$ to $t+3$ in Figure 5(d). Note that successful transition propagation w.r.t. the single-transition model (Figure 5(b)) also means possible success w.r.t. the generalized model but not vice versa. Also, a path that violates the conditions...
for the generalized model automatically violates the single-transition model but not vice versa.

Definition 6: Register Controllability for Generalized Model

Let $P$ be the set of paths ending at register $R$. $R$ is uncontrollable at time $t$ if it satisfies one of the conditions below for every path $q \in P$ for any $v \geq 1$:

1. No control sequence for the starting register, $R_s$, of $q$ starting from $t-v$ to $t$ is of the form $\{Lx^i\}$ or $R_s$ is uncontrollable at time $t-v$.
2. $R$ does not load at time $t$.
3. Let $o_M$ be the control signal which selects the on-path for each multiplexer $M_i$ in $q$ (1 $\leq i \leq n$ and $n$ is the number of multiplexers in $q$). No control sequence for each $M_i$ is of the form $\{x^i o_M x^{-i}\}$ from $t-v$ to $t$, where $1 \leq W_i \leq v$, $W_{i+1} \leq W_i$, and $2 \leq i \leq n$.

Definition 7: Register Observability for Generalized Model

Let $P$ be the set of paths starting at register $R_s$. $R_s$ is unobservable at time $t$ if it satisfies one of the conditions below for every path $q \in P$ for any $v \geq 1$:

1. No control sequence for $R_s$ starting from $t$ to $t+v$ is of the form $\{Lx^i\}$.
2. The end register, $R_e$, of $q$ does not load at time $t+v$ or $R_e$ is unobservable at time $t+v$.
3. Let $o_M$ be the control signal which selects the on-path for each multiplexer $M_i$ in $q$ (1 $\leq i \leq n$ and $n$ is the number of multiplexers in $q$). No control sequence for each $M_i$ is of the form $\{x^i o_M x^{-i}\}$ from $t$ to $t+v$, where $1 \leq W_i \leq v$, $W_{i+1} \leq W_i$, and $2 \leq i \leq n$.

Theorem 4: RTL CDkF paths for Generalized Model

An RTL path $p$ is RTL CDkF with respect to the generalized model and MIP-LS if one of the following 3 conditions is satisfied at any time $t$:

1. Given the set of all possible control signal sequences of the start register, $R_s$, for $k$ clock-cycles, a control sequence of the form $\{Lx^i\}$ cannot be found or $R_s$ is uncontrollable at $t$.
2. Let $o_M$ be the control signal which selects the on-path for each multiplexer $M_i$ in $p$ (1 $\leq i \leq n$ and $n$ is the number of multiplexers in $p$). No control sequence for each $M_i$ is of the form $\{x^i o_M x^{-i}\}$ from $t$ to $t+k$, where $1 \leq W_i \leq k$, $W_{i+1} \leq W_i$, and $2 \leq i \leq n$.
3. The transition is not captured by $R_e$ at $t+k$ or $R_e$ is unobservable at $t+k$.

4. CASE STUDY

4.1 Problem Definition

In this subsection, we formally define the RTL CDkF path identification problem $P_{CDkF}$:

Given an RTL circuit $C_{RTL}$, its corresponding transition propagation model and $k$, determine the RTL CDkF paths in the datapath of $C_{RTL}$.

<table>
<thead>
<tr>
<th>Table 1. Characteristics of the LWF circuit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit width</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

4.2 Using the LWF Benchmark Circuit

As a case study, we have opted to apply the conditions for RTL CDkF path identification for both transition propagation models on a Lattice Wave Filter (LWF) [8] benchmark circuit. The characteristics (bit width, number of PIs, POs, Registers, States and RTL paths) of the LWF circuit are shown in Table 1. Note that for this case study, we ignored the presence of the RESET input as well as the reset function of the circuit. Thus, the state transition of the circuit is simplified into the various sequences formed by the four possible circuit states.

Applying the sufficient conditions for RTL CDkF identification w.r.t. the single-transition model, we get the results shown on Table 2(a). In Table 2(a), the classification of each of the 19 RTL paths is shown with respect to the value of $k$, where those marked “F” are CDkF at that value of $k$. An asterisk means there is no definite conclusion, and thus the path might be testable at that value of $k$. As we have expected, there are paths whose testability will vary according to the value of $k$. For example, path #10 is single cycle untestable, but it might be testable at $k=2$. If we only use the method in [8], this possibility would have been ignored and the path would be immediately considered false. Paths #3 and #6, on the other hand, might be testable at both $k=1$, 2. It is reasonable to conclude that the paths must be tested at both cycle counts unless the designer specifies otherwise.

Another interesting result is that for paths #1, #4, #7 which show that these paths are testable up to $k=4$. Finally, paths #8, #9, #11 and #15 were all false for all values of $k$. If the circuit designer states the maximum value of $k$ to be 4, then we can consider these paths as RTL false w.r.t. the design constraints of the circuit.

The CDkF identification results w.r.t. the generalized model is shown in Table 2(b). As expected, the number of identified false paths is much less compared to the single-transition model. It must be noted that the single-transition model can be considered as a special case of the generalized model, and thus paths that are not considered false in Table 2(a) are also classified in the same way in Table 2(b).

Note that while paths #8 and #9 are considered untestable for all the allowed values of $k$ under the single-transition model, the generalized model considers the possibility that they are testable at values of $k>1$. Furthermore, paths that are false in Table 2(a) for all $k$, such as paths #11 and #15, can possibly be testable for all $k$ under the generalized model.

Comparing the results using the method in [8] for single-cycle RTL paths shown in Table 2(c) to Table 2(a), we can
results are identical to that in Table 2(a) for in the table of results presented in [8] and that their updated The authors of [8] have confirmed that there was a mistake see that the number of identified false paths has increased. It can be concluded that extending the path analysis to cover multi-cycle RTL paths can further increase the test quality and efficiency.

5. CONCLUSION
In this paper, we have introduced the concept of multi-cycle false paths at RTL and derived delay-independent sufficient conditions for multi-cycle RTL false path identification for two transition propagation models. Furthermore, these models and conditions can be easily modified to apply to various circuit designs. The case study has shown that paths can be classified as false or not depending on the transition propagation model used as well as the number of clock cycles allowed per test. Thus, there is no doubt that if multi-cycle paths exist in a circuit, they should be classified and tested appropriately. As was shown in [8], rapidly identifying RTL false paths can increase test efficiency and reduce ATPG time and over-testing. It can be concluded that extending the path analysis to cover multi-cycle RTL paths can further increase the test quality and efficiency.
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