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Abstract Weak testability[1] is a testability measure for register-transfer level (RTL) data paths. If a data path satisfies weak testability, for each hardware element of the data path, there exist paths from some primary inputs to the element to justify some values on its output and paths from the hardware element to some primary outputs to propagate some values on its output. For a weakly testable data path, a sequential ATPG tool can generate a test sequence with high fault efficiency in short test generation time[1]. In this paper, we introduce a notion called test knowledge, use of which by commercial ATPG tools can further decrease the test generation time and increase the fault efficiency in weakly testable data paths. This test knowledge is information which is relevant to structure of weakly testable data paths, and also easy to find. Use of this test knowledge to facilitate the test generation and increase the testability of data path is established in experimental results.

1. Introduction

Testing of large VLSI circuits is a well-known hard problem. It is necessary to reduce the cost of testing and to enhance the quality of testing. The cost of testing is estimated by test generation time and test application time. The quality of testing is estimated by fault efficiency 1. For combinational circuits, combinational automatic test pattern generation (ATPG) tools can generally generate tests with high fault efficiency in reasonable time[2]. On the other hand, high fault efficiency can not be achieved in sequential circuits due to enormous time taken by sequential ATPG tools.

To ease the complexity of test generation, design-for-testability (DFT) techniques are followed. The most commonly used DFT techniques for sequential circuits are scan-based approaches[2]. These techniques can make ATPG easier and can improve fault efficiency. However, these techniques have main disadvantage that at-speed testing[3] is impossible. To avoid such the problems of scan techniques, scientists often proposed some non-scan approaches. Moreover, any technique followed at gate level faces the problems arising out of huge number of elements and high complexities of the circuits at that level. Thus test generation and DFT techniques were recently proposed at register-transfer level (RTL). The main advantage of consideration of DFT at RTL is as follows: complexity of DFT at RTL is much smaller than that at logic level because the number of elements under consideration at RTL is much smaller than that at logic level. Furthermore, since testability is considered at RTL and then logic synthesis is applied, we do not need to take consideration into testability at logic level and we can avoid such an undesirable result that the area and performance optimized in logic synthesis are spoiled by applying DFT at logic level.

In this paper, we consider the testing problems for data paths at RTL. In RTL description, a VLSI circuit generally consists of a controller and a data path. The former is represented by a state transition graph and the latter is represented by interconnection of registers and operational modules. A sequential circuit synthesized from an RTL data path preserves the circuit structure of the RTL data path. Some non-scan DFT techniques for RTL data paths which allow at-speed testing were proposed by Dey et al.[4] and Takabatake et al.[1]. The latter is our previous work. The paper defined a testability measure called weak testability for RTL data paths and presented a DFT technique which introduced thru operation for some operational modules to make a given data path weakly testable. In literature [1], experimental results showed that hardware overhead of the DFT is very low. If a data path satisfies weak testability, for each hardware element of the data path, there exist paths from some primary inputs to the hardware element to justify some values on its output and paths from the hardware element to some primary outputs to propagate some values on its output. In literature [1], experimental results using a common commercial sequential ATPG tool also showed that a sequential circuit synthesized from weakly testable data path offers low test generation time and high fault efficiency in comparison to that from general data path. However, since an ATPG tool does not know justification/propagation paths considered at RTL, it has to search justification/propagation paths at logic level.

In this paper, given a weakly testable data path, we dis-

1 Fault efficiency is the ratio of the number of faults detected or proved redundant to the total number of faults.
cuss a method of test generation for the weakly testable data path. In case of a given data path does not satisfy weak testability, we can make it weakly testable by the DFT method in [1]. For a weakly testable data path, we propose to provide some pre-information to commercial ATPG tools using which the tools can further decrease test generation and application time with maintaining or achieving high fault efficiency in weakly testable data path. This pre-information is called test knowledge. It is basically an early information of behavior or structure of circuits in the design process. Use of such kind of early information was also proposed in [5, 6]. In literature [6], Vishakantaiah et al. proposed a method of test generation using test knowledge extracted from RTL description written in VHDL, similar to the method we propose to provide some pre-information to commercial ATPG tools. An operational module whose every input is thru input provides. An operational module that satisfies the following conditions.

Definition 1 Thru operation [1]
Let $M$ be an operational module and $F_M$ be a set of functions which $M$ provides. An operational module $M$ is thru module if the following holds.

$$\exists f_0 \in F_M, \exists X_1, \ldots, X_n \in X_i = X_i.$$  

The above operation is called thru operation on $X_i$ and the input $X_i$ is called a thru input.

If an input $X$ is a thru input, $X$ is denoted by $\hat{X}$. Let $IN_H$ denote a set of inputs of an hardware element $H$. Let $H_1$ and $H_2$ be hardware elements, and $X$ be an input of a hardware element. Let $H_1 \rightarrow X$ (resp. $H_1 \rightarrow H_2$) means that there is a line connecting the output of $H_1$ and $X$ (resp. some input of $H_2$).

In the rest of this paper, we consider that a multiplexer is an operational module whose every input is thru input.

Here, we introduce weak controllability/observability of a hardware element. Intuitively, weak controllability (resp. observability) of a hardware element $H$ means that some value (not necessarily any) on the output of $H$ can be justified (resp. propagated) from primary inputs (resp. outputs). Weak controllability is defined recursively from the primary inputs; a hardware element is weakly controllable, if all its inputs or at least one of its thru inputs are weakly controllable.

Definition 2 Weak controllability [1]
A set of weakly controllable hardware elements is the minimum set $H_{wc}$ satisfying the following conditions.

1. For any primary input $I$, $I \in H_{wc}$.
2. For any register $H$, $\forall H_{wc} \in H_{wc} \left[ H_{wc} \rightarrow H \right] \Rightarrow H \in H_{wc}$.
3. For any operational module $M$,

$$\forall X \in INV_M \left[ \exists H_{wc} \in H_{wc} \left[ H_{wc} \rightarrow X \right] \right] \vee$$

$$\exists X \in INV_M \left[ \exists H_{wc} \in H_{wc} \left[ H_{wc} \rightarrow X \right] \right] \Rightarrow M \in H_{wc}.$$ 

It can be considered that some value of some input of a hardware element is propagated (in a weak sense) to its output either if the input is thru input or if all other inputs are weakly controllable. Weak observability is defined recursively from the primary outputs; a hardware element is weakly observable, if its output values can be propagated (in a weak sense) to an output of some weakly observable hardware element.
Definition 3 Weak observability [1]
A set of weakly observable hardware elements is the minimum set $H_{wo}$ satisfying the following conditions.

1) For any primary output $O, O \in H_{wo}$.

2) For any hardware element $H$,
$$
\exists X \in IN_{H_{wo}} [H \rightarrow X] \forall X' \in IN_{H_{wo}} \{X\}
$$
$$
\exists X' \in IN_{H_{wo}} [H \rightarrow X']
\Rightarrow H \in H_{wo}.
$$

Definition 4 Weak testability [1]
A data path $DP$ is weakly testable iff all registers in $DP$ are weakly controllable and weakly observable.

An example of weakly testable data path is as shown in Figure 1. It was transformed from the data path of Paulin in [7] by the DFT method of [1]. This includes mask elements, where a mask element realizes a thru operation. In the figure, ADD, MULT, and SUB denote operational modules adder, multiplier, and subtractor, respectively. REG and LAT denote register with load enable signal and without that, respectively. Hardware elements which have control signals from m1 to m11 denote multiplexers. Similarly, hardware elements which have control signals mask1 and mask2 denote mask elements of ADD1 and SUB1, respectively.

2.2. Properties of Weakly Testable Data Paths

Let $H$ be a hardware element of a weakly testable data path. We define a set of paths in the weakly testable data path which makes $H$ weakly controllable called a set of weakly controllable paths of $H$ and that which makes $H$ weakly observable called a set of weakly observable paths of $H$.

First, we define a set of weakly justification paths. We consider that weakly controllability of an input $X$ of a hardware element and weakly controllability of the output of a hardware element $H$ which has connection $H \rightarrow X$ are equivalent.

Definition 5 A set of weakly justification paths
Let $X$ be an input of $H$. Let $J$ be a set of some paths from primary inputs to $X$ and let $H_{J}$ be a set of hardware elements on $J$. Let $DP_{J}$ be a data path which consists of $H_{J}$ and $J$. Here, we allow $DP_{J}$ to have hardware elements which have inputs connected from no hardware element. We assume that these such inputs are not weakly controllable. If $J$ is a minimal set of paths that makes $X$ weakly controllable on $DP_{J}$, $J$ is called a set of weakly justification paths of $X$.

Definition 6 A set of weakly controllable paths
Let $X(i = 1, 2, \ldots, n)$ be an input of $H$ where $n$ is the number of inputs of $H$. Let $J_{i}$ be a set of weakly justification path of $X_{i}$. Then $\bigcup_{i=1}^{n} J_{i}$ is called a set of weakly controllable paths of $H$.

Definition 7 A set of weakly observable paths
A path from the output of $H$ to primary outputs is called a propagation path of $H$. Let $P$ be a propagation path of $H$. Let $m$ be the number of operational modules on $P$ such that whose input on $P$ is not thru input, and let $PH_{i}(i = 1, 2, \ldots, m)$ be such an operational module. Let $n$ be the number of inputs of $PH_{i}$ which are not on $P$ and $X_{j}(j = 1, 2, \ldots, n)$ be such an input of $PH_{i}$. Let $J_{ij}$ be a set of weakly justification paths of $X_{ij}$. A set of paths $P$ and $\bigcup_{i=1}^{m} J_{ij}$ is called a set of weakly observable paths of $H$.

Example 2 A set of weakly controllable path
We consider the weakly testable data path shown in Figure 1. A set of weakly controllable paths of a multiplexer MUX9 is shown in Figure 2.

Example 3 A set of weakly observable path
We consider MUX9 in Figure 1. A set of weakly observable paths of MUX9 is shown in Figure 3.

From Definition 4, for any hardware element $H$ in a weakly testable data path, it is guaranteed that there exists a set of weakly controllable paths of $H$ and a set of weakly observable paths of $H$. Notice that, in weak testability, control
timing of load enable signals of registers, selection signals of multiplexers and selection signals of functions of operational modules and dependencies between values on inputs and that on output of a operational modules are not considered. Therefore, it is not guaranteed that any value on any input of $H$ is justified from primary inputs and any value on the output of $H$ is propagated to some primary output (if it can be guaranteed, the data path is strongly testable[8]). However, for weakly testable data paths, experimental results in [1] showed that high fault efficiency can be achieved with short test generation time and hardware overhead to make weakly testable is very low.

3. Test Knowledge to Assist ATPG

3.1. Overview of Our Approach

For a sequential circuit synthesized from a weakly testable data path, most faults in the circuit can be activated from primary inputs and errors of these faults can be propagated to primary output using a set of weakly controllable paths and a set of weakly observable paths. However, in normal test generation for these faults, an ATPG tool has to search justification/propagation paths at logic level without using sets of weakly controllable paths and sets of weakly observable paths considered at RTL. If we can inform ATPG tools of existence of these paths called test knowledge, we can expect that test generation time and test application time can be decreased. In test generation of a fault of the sequential circuit, to inform an ATPG tool of appropriate test knowledge, we consider to fix some values on control inputs of the sequential circuit during generating a test of the fault.

3.2. Test Knowledge

Inputs of a data path are of two types, primary inputs and control inputs. These control inputs of the data path are connected to control inputs of hardware elements of the data path. If we fix some values on the control inputs, paths which propagate data from primary inputs to primary outputs of the data path can be activated topologically. Applying a value on control inputs of a data path to activate a path from a hardware element to another hardware element is called forming the path defined as follows.

**Definition 8 Path formation**

For a hardware element $H$ of a weakly testable data path, let $C$ and $O$ be a set of weakly controllable paths of $H$ and a set of weakly observable paths of $H$, respectively. Let $p_i (i = 1, 2, \ldots, n)$ be a path in $C \cup O$ where $n$ is the number of paths in $C \cup O$. Let $V_i = [c_{i1}, c_{i2}, \ldots, c_{in}]$ be a vector of values of control inputs of the data path where $m$ is the number of control inputs of the data path. If $c_{ij}$ is a value of a selection signal for some thru input which exists on $p_i, c_{ij}$ is the value (‘0’ or ‘1’) to enable the thru operation. Otherwise, $c_{ij}$ is a don’t care ‘χ’. The vector $V_i$ is called an activating vector of $p_i$. Then applying the activating vector $V_i$ to the control inputs of the data path is called forming the path $p_i$.

**Example 8 An activating vector**

In Figure 2, we consider a path $p$ as follows: $P1 \rightarrow MUX5 \rightarrow REG5 \rightarrow MUX7 \rightarrow MUX8 \rightarrow MULT1 \rightarrow LAT1 \rightarrow MUX10 \rightarrow LAT2 \rightarrow MUX9$. The activating vector of $p$ is $[m1, m2, m3, m4, m5, m6, m7, m8, m9, m10, m11, 11, 12, 13, 14, 15, \text{mask1, mask2}] = [χ, χ, χ, χ, 0, χ, 0, 0, χ, 1, χ, χ, χ, χ, χ, χ, χ]$. For each hardware element $H$ in a weakly testable data path, there exist a set of weakly controllable paths $C$ of $H$ and a set of weakly observable paths $O$ of $H$ as mentioned above. However, some paths in $C \cup O$ may not be formed simultaneously due to the conflict of control values. First, we define intersection of activating vectors as follows.

**Definition 9 Intersection of activating vectors**

Let $H$ be a hardware element of a weakly testable data path and let $C$ and $O$ be a set of weakly controllable paths of $H$ and a set of weakly observable paths of $H$, respectively. Let $p_i$ and $p_j$ be two paths in $C \cup O$ and let $V_i$ and $V_j$ be an activating vector of $p_i$ and that of $p_j$, respectively. The intersection $V_i \cap V_j$ formed from the respective coordinate intersections in Table 1 is said to be the intersection of activating vectors $V_i$ and $V_j$.

Notice that, in Table 1, ψ denote that we cannot specify a value on the coordinate.

Then conflict of control values are defined as follows.

**Definition 10 Conflict of control values**

Let $H$ be a hardware element of a weakly testable data path and let $C$ and $O$ be a set of weakly controllable paths of $H$ and a set of weakly observable paths of $H$, respectively. Let $p_i$ and $p_j$ be two paths in $C \cup O$ and let $V_i = [c_{i1}, c_{i2}, \ldots, c_{im}]$ and $V_j = [c_{j1}, c_{j2}, \ldots, c_{jm}]$ be an activating vector of $p_i$ and that of $p_j$, respectively, where $m$ is the number of control inputs of the data path. If a coordinate intersection $c_{ik} \cap c_{jk}$ is ψ, we say that a conflict of control values occurs on $k$-th coordinate of $V_i$ and $V_j$. 

---

**Table 1: Coordinate intersection.**

<table>
<thead>
<tr>
<th>χ</th>
<th>ψ</th>
<th>ψ</th>
<th>ψ</th>
<th>ψ</th>
</tr>
</thead>
<tbody>
<tr>
<td>χ</td>
<td>ψ</td>
<td>ψ</td>
<td>ψ</td>
<td>ψ</td>
</tr>
<tr>
<td>ψ</td>
<td>ψ</td>
<td>ψ</td>
<td>ψ</td>
<td>ψ</td>
</tr>
<tr>
<td>ψ</td>
<td>ψ</td>
<td>ψ</td>
<td>ψ</td>
<td>ψ</td>
</tr>
</tbody>
</table>

χ = don’t care, ψ = can’t specify
Therefore, in general, for a test generation of a fault of $H$, we can not fix some values on control inputs which is required to form paths in $C \cup O$ during generating tests of the fault. We define a test knowledge of $H$ giving consideration to this point as follows.

**Definition 11 Test knowledge**

For a hardware element $H$ in a weakly testable data path, let $C$ be a set of weakly controllable paths of $H$ and let $O$ be a set of weakly observable paths of $H$. Let $p_i(t = 1,2,\ldots,n)$ be a path in $C \cup O$ and let $V_i(t = 1,2,\ldots,m)$ be an activating vector of $p_i$ where $n$ and $m$ be the number of paths in $C \cup O$ and that of control inputs of the data path, respectively. Let $K$ be a vector of values of control inputs of the data path such that $\bigcap_{i=1}^{m} V_i$. Such $K$ is said to be a test knowledge of $H$ with respect to $C$ and $O$. □

In general, a test knowledge of $H$ with respect to $C$ and $O$ contains ‘0’, ‘1’, ‘$\chi$’, and ‘$\psi$’. In our test generation method, for faults in $H$, we fix each value of a coordinate which is ‘0’ or ‘1’ of the test knowledge on control inputs of the weakly testable data path during generating tests of these faults.

**Example 5 Test knowledge**

We consider a hardware element MUX9 in Figure 1. We suppose that a set of weakly controllable paths and a set of weakly observable paths of MUX9 are selected as Figures 2 and 3, respectively. In this case, a test knowledge of MUX9 is as follows: $[m1, m2, m3, m4, m5, m6, m7, m8, m9, m10, m11, m12, m13, m14, m15, mask1, mask2] = \{0, 0, 0, 0, 0, 0, 0, 1, 1, \chi, \chi, \chi, \chi, \chi, \}$.

For each hardware element $H$ of a weakly testable data path, since there exists one or more sets of weakly controllable paths of $H$ and two or more sets of weakly observable paths of $H$, we can derive two or more test knowledges of $H$ with respect to a pair of a set weakly controllable paths and a set of weakly observable paths. It is conceivable that selection of a test knowledge of $H$ affects test generation time and test application time of faults in $H$ and quality of tests of these faults. Therefore, we propose some heuristic measures to estimate test knowledge in Section 4 and show effectiveness of these heuristic measures by experiments in Section 5.

### 3.3. A Method of Test Generation

In our method, we assume that a weakly testable data path and its synthesized circuit are given. If only a data path which is not weakly testable is given, we can make it weakly testable by the DFT method of [1]. If only a data path described in behavioral level, we also make it weakly testable data path using the method of high-level synthesis for testability proposed in [9]. In the case of synthesized circuit is not given, we can derive it by synthesizing the given weakly testable data path using logic synthesis tool. We assume that there exists a one-to-one mapping between a hardware element of the given data path and subcircuit of its synthesized circuit and such mapping is known. The method consists of the following steps.

**Step 1 Extract test knowledge**

For each hardware element $H$ of a weakly testable data path, first, we extract a set of weakly controllable paths $C$ of $H$ and a set of weakly observable paths $O$ of $H$. Then we derive a test knowledge of $H$ with respect to $C$ and $O$.

**Step 2 Make fault lists**

For each hardware element $H$ of the weakly testable data path, we make a fault list which include a subset of faults of the subcircuit corresponding to $H$ in a given synthesized circuit. Notice that, for some faults, since time required to generate tests of these faults or to identify that these faults are redundant may be long, we do not deal with some faults in this step. These faults are considered at the last step of this method. Details of this is discussed in Section 4.

**Step 3 Generate tests using test knowledge**

For each hardware element $H$ of the weakly testable data path, we generate tests of faults listed in the fault list corresponding to $H$ for the given synthesized circuit using the test knowledge of $H$. We iterate the following steps till when trial of test generation for all faults is finished.

**Step 3.1** For faults listed in a fault list which is never tried to generate tests, we try to generate tests using test knowledge corresponding to the fault list. The test knowledge is informed to a sequential ATPG tool by fixing control values of the test knowledge to some control inputs during test generation of these faults.

**Step 3.2** We perform fault simulation for faults in remaining fault lists which are not tried to generate tests using test sequences generated at the previous step. We except faults detected at this fault simulation from remaining fault list.

**Step 4 Generate tests without test knowledge**

For each fault which could not be generated tests at previous step and faults which are not included at Step 2, we try to generate tests again without using test knowledge. Notice that, in this method, we restrict search space of sequential ATPG by informing test knowledge to sequential ATPG tools. It is generally conceivable that faults which could not be generated tests at the third step contain some testable faults. Therefore, we need to perform the forth step.

### 4. Estimating Effectiveness of Test Knowledge

In general, for each hardware element $H$ of a weakly testable data path, there exist two or more test knowledges of $H$ as mentioned above. In this section, to select an effective test knowledge, we propose five heuristic measures to estimate effectiveness of these test knowledges. We discuss these heuristic measures in order of effectiveness which is obtained from our preliminary experiments. In our preliminary experiments and proper experiments, we used a logic synthesis tool AutoLogicII (MentorGraphics) with sample libraries of MentorGraphics and a sequential ATPG tool TestGen (SunMicrosystems)[10] on Ultra2 (SunMicrosystems) workstation.

**Heuristic Measure 1 Thru operation of operational module under test generation**

Weak testability of data paths is defined for fault free data
paths. Suppose $H$ is a hardware element in a weakly testable data path under test generation with a test knowledge with respect to a set of controllable paths $C$, where $H$ has a thru input $X$ and $C$ includes a path to some other input $X'$ of $H$ via the input $X$. We call such a path a loop. We consider that, in test generation of $H$ under such test knowledge, we have to justify values on $X'$ by way of $H$ itself and some fault $f$ in $H$ may cause to fail in such justification. In this case, it is conceivable that time required to generate test of $f$ or to identify that $f$ is redundant becomes long. Therefore, if there exists a test knowledge which makes no loop, we select the test knowledge. Otherwise, we do not try to generate tests for these faults at the third test generation step of our method and try them at the forth step.

**Preliminary Experiment 1** An experimental basis of Heuristic Measure 1

Here, we consider generating tests for faults in a mask element of ADD1 of the weakly testable data path shown in Figure 1. In this case, the thru operation is needed to justify values on input $X_1$ of ADD1. However, if there exists a fault $f$ in the mask element which disables the thru operation, we cannot justify values on the input $X_1$. Table 2 shows test generation results of the third step of our method for the mask element of ADD1. In the table, rows “Try” and “Don’t try” denote that all faults in the mask element were tried and all faults except for faults which disable the thru operation in the mask element, respectively. Notice that, in row “Don’t try”, we assume that faults which are not tried are untestable faults. Columns “Try”, “%FC”, “%FE”, and “TAt” denote test generation time in second, fault coverage, fault efficiency, and the length of a test generated, respectively.

From this results, it is conceivable that time required to generate a test of $f$ or to identify that $f$ is redundant is long. Therefore, we had better to ignore faults which disable the thru operation at the third step.

**Heuristic Measure 2** Reconvenger风扇out

A pair of paths $p_1$ and $p_2$ which are from a hardware element $H_1$ to the other hardware element $H_2$ such that all registers on these paths do not have load enable signals and $p_1$ and $p_2$ have the same number of registers is said to be a same depth reconvergent风扇out. It is conceivable that a test knowledge makes some same depth reconvergent风扇outs, the number of values which can be justified from primary inputs on the output of the reconvergent element becomes small. Therefore, if there exists a test knowledge which does not make reconvergent风扇out, we select such a test knowledge.

**Preliminary Experiment 2** An experimental basis of Heuristic Measure 2

Here, we consider test generation for faults in ADD1 in weakly testable data path shown in Figure 4. The weakly testable data path was transformed from the 4th order IIR cascade filter in [1] by the DFT method of [1]. Table 3 shows test generation results of ADD1. Rows “Exists” and “Doesn’t exist” denote test generation result using test knowledge which forms a same depth reconvergent风扇out as follows: ADD2 $\rightarrow$ MUX1 $\rightarrow$ MUX2 $\rightarrow$ LAT7 $\rightarrow$ ADD1 and ADD2 $\rightarrow$ MUX3 $\rightarrow$ MUX5 $\rightarrow$ LAT6 $\rightarrow$ ADD1, and that using test knowledge which does not form same depth reconvergent风扇outs. The lower result is better than upper one. Therefore, if there exists a test knowledge which does not form same depth reconvergent风扇outs, we had better to use it.

**Heuristic Measure 3** Function of operational modules

Since data are propagated by way of operational modules on paths formed by a test knowledge, some value may not be justified/propagated from/to primary inputs/outputs by their functions. Therefore, for a hardware element $H$, we select a set of weakly controllable paths of $H$ which can justify the maximum number of values on the inputs of $H$ and a set of weakly observable paths of $H$ which can propagate the maximum number of values on the output of $H$. And then, we derive a test knowledge from them.

**Heuristic Measure 4** Conflict of control values

Suppose $H$ is a hardware element of a weakly testable data path and $C$ and $O$ are a set of weakly controllable paths of $H$ and a set of weakly observable paths of $H$, respectively. If conflicts of control values occur on some control inputs of activating vectors $V_i$ and $V_j$ of paths $p_i$ and $p_j$ in $C \cup O$, respectively, since such values cannot be fixed on these control inputs, we cannot reduce search space of ATPG corresponding to these such control input. Therefore, to derive a test knowledge which has the largest number of specified values, we select an appropriate pair of a set of weakly controllable paths and a set of weakly observable paths.

**Heuristic Measure 5** Cost of testing

It is conceivable that test generation time for data paths depends on the number of clock cycles necessary to justify/propagate values of registers from/to primary inputs/outputs. Test application time (the length of tests) is also depends on such the number of clock cycles. In our approach, such the number of clock cycles is depend on test knowledge. Here, we introduce a measure to estimate time required to generate/apply tests called weak testability cost as

<table>
<thead>
<tr>
<th>Table 2: Faults disable thru operation.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Try</td>
</tr>
<tr>
<td>Don’t try</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: Reconvergent风扇out.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Exists</td>
</tr>
<tr>
<td>Doesn't exist</td>
</tr>
</tbody>
</table>
follows.

**Definition 12 Weak testability cost**

Suppose $H$ is a hardware element in a weakly testable data path and $C$ and $O$ are a set of weak controllable paths of $H$ and a set of weak observable paths of $H$, respectively. Let $n$ and $m$ be the number of paths in $C$ and $O$, respectively, and let $p_C(i = 1,2,...,n)$ and $p_O(j = 1,2,...,m)$ be paths in $C$ and $O$, respectively. Let $D_{p_C}$ and $D_{p_O}$ be the number of registers on $p_C$ and $p_O$, respectively. Let $D$ be $\max\{D_{p_C}\} + \max\{D_{p_O}\}$. Such $D$ is said to be weak testability cost of the test knowledge of $H$ with respect to $C$ and $O$. 

We select a test knowledge which has the smallest weak testability cost.

**Preliminary Experiment 3 An experimental basis of Heuristic Measure 5**

Here, we consider test generation for faults in ADD1 in the weakly testable data path shown in Figure 4. Table 4 shows test generation results of ADD1 using two test knowledge which have different weak testability cost each other. From this results, smaller one is better in test generation time and test application time. Therefore, we had to use weak test knowledge which has the smallest weak testability cost.

For a hardware element of a weakly testable data path, we select a test knowledge of the hardware element satisfying these five measures possibly as the above order.

### 5. Experimental Results

We show experimental results with two benchmarks the 4th order IIR cascade filter[1] (4IIR for short) and the data path of Paulin[7] (PAULIN for short). We made these data paths weakly testable using the DFT method of [1]. Weakly testable 4IIR and weakly testable PAULIN are shown in Figures 4 and 1, respectively.

Circuit characteristics of these weakly testable data paths are shown in Table 5. Columns “bit”, “#add”, “#sub”, “#mult”, “#mux”, “#reg” and “#th” show bit width of data paths, the numbers of adders, subtractors, multipliers, multiplexers, registers, and thru operations which are added by the DFT method, respectively. In column “#reg”, a number in parenthesis shows the number of registers which have load enable signals.

Table 6 and 7 show test generation results of synthesized 4IIR and PAULIN, respectively. We experimented normal test generation (without test knowledge) and our method using test knowledge. In this experiment, to estimate heuristic measure, we extract test knowledge exactly by hand. In our method, we informed TestGen of test knowledge as test generation constraint. To evaluate effectiveness of test knowledge, we did not perform Step 3.2 described in Section 3.3. For both those tables, columns “MODULE”, “Flt”, “Normal TG”, and “Our TG” show name of hardware element of the data path, the number of faults in each modules, results of normal test generation, and that of our method, respectively. In columns “Normal TG” and “Our TG” of both these tables, columns “TGt (sec.)”, “%FC”, “%FE”, and “TAt (cyc.)” show test generation time in second, fault coverage (%), fault efficiency (%), and the number of clock cycles required for test application (the length of tests), respectively. In our results, we used five measures discussed in Section 4 to select test knowledge. Notice that, column “%FC” in “Our TG” shows fault efficiency in case that test knowledges were applied as test generation constraints. In this case, the ATPG tool might identify that some faults are redundant under fixing some values of the test knowledge on control inputs of the synthesized circuits. Therefore, we had to perform Step 4 described in Section 3.3. For both tables, the result of Step 4 is shown in row “(Step 4)” Row “(Step 4)” of column “#Flt” shows the number of faults which had to be retired to generate tests. Row “TOTAL” shows the total amount.

In the results of 4IIR, for MUX10, MUX11 and MASK1, use of test knowledge can drastically decrease test generation time.
The method is applicable for commercial sequential ATPG RTL description and also proposed a method of test generation for most hardware elements, enhancing fault efficiency for both circuits. Therefore, it is conceivable that our method could improve fault coverage for 4IIR and could reduce total test generation time and test application time. Moreover, our future works are to propose an algorithm to generate the test knowledge from RTL description and to perform experiments for large benchmarks.
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