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SUMMARY We present a high-level synthesis scheme that considers weak testability of generated register-transfer level (RTL) data paths, as well as their area and performance. The weak testability, proposed in our previous work, is a testability measure of RTL data paths for non-scan design. In our scheme, we first extract a condition on resource sharing sufficient for weak testability from a data flow graph before synthesis, and treat the condition as design objectives in the following synthesis tasks. We propose heuristic synthesis algorithms which optimize area and the design objectives under the performance constraint. key words: high-level synthesis, testability, sequential ATPG, non-scan design

1. Introduction

This paper addresses testability consideration of VLSI circuits during high-level synthesis. Such early consideration to testability in the design process is one of the most effective ways to reduce testing cost. High-level synthesis for testability has been investigated in the several literatures [1], [2]. They include such various testability goals as partial scan designs easily testable for sequential automatic test pattern generation (ATPG) [3]–[6], full scan designs to make combinational ATPG [7] applicable, designs for hierarchical testability [8], or designs for self testability [9]–[12]. In this paper, we propose a high-level synthesis scheme generating easily testable data paths. Our work is mainly different from the previous related works in the following two points. (1) Our target is weak testability which is a testability measure of register-transfer level (RTL) data paths whose target is non-scan design for sequential ATPG [13]. (2) We give testability consideration from the beginning of high-level synthesis. High-level synthesis consists of several tasks such as scheduling and binding. In most works (except for a few) on high-level synthesis for testability, testability is considered only during binding after scheduling. Scan design is the most popular method generating easily testable design both for combinational and sequential ATPG. Full scan design guarantees high fault coverage and high fault efficiency obtained by combinational ATPG, but it makes much sacrifices of performance and area and it takes long test application time. Though partial scan design improves such disadvantages while giving up combinational ATPG, there still remains problems of area overhead and long test application time. Moreover, scan design has another disadvantage, incapability of at-speed testing. Maxwell et al. [14] reported that test vectors for stuck-at faults applied at speed identified more defective chips than the same test vectors applied at lower speed. Recently, some non-scan design-for-testability (DFT) techniques for RTL data paths were proposed by Dey et al. [15] and Takabatake et al. [13]. The latter is our previous work, where we defined a new testability measure called weak testability for RTL data paths and presented a DFT technique which uses thru module to make the data path weakly testable. Experimental results showed the effectiveness of the proposed testability measure and the DFT technique. In this paper, we consider the weak testability during high-level synthesis that is a design stage earlier than RTL. This is the first high-level synthesis technique generating easily testable non-scan design for sequential ATPG.

Scheduling and binding are main tasks of high-level synthesis. Scheduling assigns operations to control steps where they are executed. Binding assigns operations to operational modules, variables and delays to registers, and data transfers to interconnection units (e.g., connection lines and multiplexers). Testability of an RTL data path much depends on the data path structure, and binding determines the structure. Therefore, many previous works consider testability during binding after scheduling. There are some few works, to the best of our knowledge, that consider testability during scheduling [3], [4], [10], [12]. In the first two works [4], [10], scheduling methods are not their major contribution. They consider some supplementary heuristic rules to support the other tasks succeeding to the scheduling. In other works, generated RTL data paths are restricted to the model called a register file model [3]. They succeeded in simultaneous consideration of scheduling and operational module binding in
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this restricted model), or a genetic algorithm approach that attempts to optimize area, performance and testability is proposed[12]. Scheduling has a great influence on possibility of resource sharing and consequently on binding. Therefore, testability consideration from scheduling is necessary to generate testable design. In this paper, we propose a high-level synthesis scheme which generates weakly testable data paths while optimizing performance and area. This scheme includes testability analysis for data flow graph (DFG) before synthesis, and high-level synthesis tasks, scheduling and binding, which consider the weak testability. The testability analysis phase is distinctive, where we extract constraints on resource sharing from a given DFG for testability. Testability is considered as constraint on resource sharing in the succeeding high-level synthesis tasks such as scheduling and binding. To optimize the testability with such other objectives as area or performance, we take a strategy of modifying some known scheduling and binding algorithms that optimize area and performance to consider the resource sharing constraint for testability within the flexibility of them.

The rest of the paper is organized as follows. In Sect.2, some basic definitions and a definition of weak testability are given. In Sect.3, we propose high-level synthesis scheme that generates weakly testable data path. Experimental results appear in Sect.4. Conclusions are given in Sect.5.

2. Models and Testability

Our high-level synthesis scheme is applied to a data flow graph (DFG), and transforms it into an RTL data path. We first define these two models at different levels.

A DFG is a digraph \( G = (V, E) \), which represents behavior of a circuit. The nodes are classified into primary inputs, primary outputs, operations and delays. A delay is used in the case where an output sequence is computed iteratively for some input sequence, where a delay represents to hold a value obtained in one iteration to use in the succeeding iterations. A directed edge \( e = (u, v) \) in \( E \) represents a data flow from a node \( u \) to a node \( v \). We call a set of edges outgoing from the same tail but not incoming to a delay a variable. Figure 1 shows a DFG of the 5th order IIR cascade filter. It has one primary input \( PI \), one primary output \( PO \), 21 operations labeled by \( * \) or \(+\), 5 delays \( D_1, D_2, \ldots, D_5 \), and 27 variables \( in, out, d_1, \ldots, d_5, a, b, \ldots t \).

A data path consists of hardware elements and connection lines. A hardware element is a primary input, a primary output, a register, a multiplexor, or an operational module, and a connection line connects two hardware elements with some bit width.

We assume that, for any node in a DFG, there exists a path from the node to some primary output node, and that, for any hardware element in a data path, there exists a path from the hardware element to some primary output.

In our previous work, we define weak testability as a testability measure for RTL data paths, and show its effectiveness[13].

For an operational module \( M \), let \( F_M \) denote a set of operations which \( M \) provides, and \( IN_M \) denote a set of inputs of \( M \). If an operational module provides an operation that returns just the value of some designated input \( X_i \) in \( IN_M \), such input \( X_i \) is called a thru input. Let thru \((X)\) denote a predicate representing that \( X \) is a thru input. Let \( H_1 \rightarrow X \) (resp. \( H_1 \rightarrow H_2 \)) mean that there is a connection line from the output of a hardware element \( H_1 \) to an input \( X \) of some hardware element (resp. some input of a hardware element \( H_2 \)).

We define weak controllability and weak observability of a hardware element, and then define weak testability of a data path. Intuitively, weak controllability of a hardware element \( H \) means that some value (not necessarily any) on the output of \( H \) can be justified from primary inputs, and weak observability of a hardware element \( H \) means that some value on the output of \( H \) can be propagated to primary outputs. Formally these are defined as follows. For a data path, let \( PI, PO, M, Reg, \) and \( Max \) denote sets of primary inputs, primary outputs, operational modules, registers, and multiplexors, respectively.

Definition 1: weak controllability[13]
A set of weakly controllable hardware elements is the minimum set \( H_{wc} \) satisfying the following conditions.

1. A primary input.
   \( I \in PI \Rightarrow I \in H_{wc} \).
2. A register or multiplexer with a weakly controllable input.
   \( H \in \text{Reg} \cup \text{Mux} \wedge \exists H' \in \mathcal{H}_{\text{woc}}[H' \rightarrow H] \)
   \( \Rightarrow H \in \mathcal{H}_{\text{woc}}. \)

3. An operational module only with weakly controllable inputs or with a weakly controllable thru input.
   \( M \in \mathcal{M} \wedge (\forall X \in \mathcal{I} \mathcal{N}_M \ [\exists H' \in \mathcal{H}_{\text{woc}} \ [H' \rightarrow X]] \)
   \( \forall \exists X \in \mathcal{I} \mathcal{N}_M \ [\text{thru}(X) \wedge \exists H' \in \mathcal{H}_{\text{woc}} \ [H' \rightarrow X]] \) \( \Rightarrow M \in \mathcal{H}_{\text{woc}}. \)

**Definition 2:** weak observability \([13]\)
A set of weakly observable hardware elements is the minimum set \(\mathcal{H}_{\text{woc}}\) satisfying the following conditions.

1. A primary output.
   \( O \in \mathcal{P}O \Rightarrow O \in \mathcal{H}_{\text{woc}}. \)

2. A hardware element connecting to a weakly observable register or multiplexor.
   \( \exists H' \in \mathcal{R} \mathcal{e}g \cup \mathcal{M} \mathcal{u}x \ [H' \in \mathcal{H}_{\text{woc}} \wedge H \rightarrow H'] \)
   \( \Rightarrow H \in \mathcal{H}_{\text{woc}}. \)

3. A hardware element connecting to a weakly observable operational module where the connecting input is a thru input or all the other inputs are weakly controllable.
   \( \exists M \in \mathcal{M} \ [M \in \mathcal{H}_{\text{woc}} \wedge \exists X \in \mathcal{I} \mathcal{N}_M \ [H \rightarrow X \wedge (\text{thru}(X) \vee \forall X' \in \mathcal{I} \mathcal{N}_M - \{X\} \ [\exists H' \in \mathcal{H}_{\text{woc}} \ [H' \rightarrow X']]] \) \( \Rightarrow H \in \mathcal{H}_{\text{woc}}. \)

**Definition 3:** weak testability \([13]\)
A data path \(DP\) is weakly testable iff all registers in \(DP\) are weakly controllable and weakly observable.

Since we assume that, from any hardware element, there exists a path to some primary output, it is obvious that if all registers in a data path are weakly controllable, all registers are also weakly observable, that is, the data path is weakly testable. Therefore, we consider only weakly controllability in the followings.

3. High-Level Synthesis for Weak Testability

3.1 Outline

We propose a high-level synthesis scheme that generates a weakly testable data path from a given DFG. In this scheme, we consider weak controllability of elements in a DFG in the same way as for a data path, and take a strategy of making a not weakly controllable element weakly controllable by resource sharing with a weakly controllable element. Figure 2 shows the outline of the scheme. We first analyze a DFG, and extract a sufficient condition for weak testability as a set of constraints on resource sharing. That is, if a generated data path satisfies these all constraints, it must be weakly testable and does not need any DFT for weak testability. However, such constraints on resource sharing may require more resources than the data path synthesized without the constraints. Moreover, we proposed an area efficient DFT technique for weak testability at RTL \([13]\). Therefore, in some case, we may obtain less area data path by generating not weakly testable data path first, and then making it weakly testable by the DFT technique afterward. From this consideration, we treat the above set of constraints on resource sharing as a design objective for the succeeding scheduling and binding. If generated data path is not weakly testable, we finally apply our DFT technique and obtain a weakly testable data path.

Scheduling and binding are main tasks for high-level synthesis. Scheduling assigns operations to control steps where they are executed. Binding assigns operations to operational modules, variables and delays to registers, and data transfers to interconnection units (e.g., connection lines and multiplexors). For simplicity, we assume disjoint operation type sets, that is, for each operation type, a corresponding module type is uniquely determined. Moreover, we assume that all operations are single-cycle operations. We do not consider multi-cycling or chaining. As mentioned above, scheduling and binding consider the design objective on resource sharing for weak testability. To optimize this together with such other objectives as area or performance, we take a strategy of modifying some known high-level synthesis algorithm that optimizes such objectives as area and performance. We choose force-directed scheduling \([16]\) and left-edge register binding \([17],[18]\) as base algorithms to be modified.

In this paper, we define a design objective, and, for a given design objective, present scheduling, operational module binding, and register binding algorithms. Note that we just define a design objective as a sufficient condition for weak testability, but do not mention how to extract it. It is our ongoing work.
3.2 DFG Analysis

Now we consider weak testability of a data path before synthesis. First we consider weak controllability of elements in a DFG in the same way as for a data path. Intuitively, an element $e$ in a DFG is weakly controllable if some value of $e$ can be justified from primary inputs. Weak controllability of an element in a DFG can be also considered in a partially bound DFG. A partially bound DFG means that binding to hardware elements in a data path are partially determined. For such a partially bound DFG, if some element $e$ shares the same hardware element with another weak controllable element $e'$, we consider that $e$ is also weakly controllable. For a partially bound DFG, we call the information to specify which elements share a hardware element a sharing information. Formally, a sharing information is a set $B = \{b_1, b_2, \ldots, b_k\}$ where each $b_i$ is a set of variables and delays, or a set of the operations of the same type. We call each $b_i$ a sharing set. Each sharing set $b_i$ means that all elements in $b_i$ share the same hardware element. We assume that sharing sets in a sharing information are disjoint, since if some element $e$ belongs to two sharing sets $b_1$ and $b_2$ then all elements in $b_1$ and $b_2$ share the same hardware element and hence these two sharing sets should be one sharing set $b_1 \cup b_2$. We formally define weak controllability and weak testability on a DFG as follows. For a DFG, let $\mathcal{P}T_d$ denote a set of primary inputs.

Definition 4: weak controllability on a DFG

For a DFG $G = (V, E)$ and a sharing information $B$, a set of weakly controllable elements in $G$ is the minimum set $\mathcal{E}_{wc}$ satisfying the following conditions.

1. A primary input.
   \[ p \in \mathcal{P}T_d \Rightarrow p \in \mathcal{E}_{wc}. \]

2. An edge outgoing from a weakly controllable node.
   \[ (u, v) \in E \land u \in \mathcal{E}_{wc} \Rightarrow (u, v) \in \mathcal{E}_{wc}. \]

3. A node whose all incoming edges are weakly controllable.
   \[ v \in V \land \forall u \in \{u | (u, v) \in E\} [(u, v) \in \mathcal{E}_{wc}] \Rightarrow v \in \mathcal{E}_{wc}. \]

4. An edge or node which shares a hardware element with some weakly controllable one.
   \[ b \in B \land \exists x \in b [x \in \mathcal{E}_{wc}] \Rightarrow b \subseteq \mathcal{E}_{wc}. \]

Definition 5: weak testability on a DFG

For a DFG $G = (V, E)$ and a sharing information $B$, if all variables and delays in $G$ are weakly controllable, a pair $(G, B)$ is weakly testable.

For some sharing information $B$, if some variable or delay is weakly controllable, the register to which it is bound is also weakly controllable if the synthesized data path $P$ satisfies the sharing information $B$. If all variables and delays are weakly controllable for $B$, all registers in $P$ are weakly controllable, and $P$ is weakly testable. That is, for a DFG $G$ and a sharing information $B$, if $(G, B)$ is weakly testable, any synthesized data path satisfying $B$ is weakly testable. In other word, if $(G, B)$ is weakly testable, $B$ is a sufficient condition for weak testability of a data path synthesized from $G$.

In the following, we call a sharing information sufficient for weak testability a design objective (for weak testability). A design objective $DO$ is partitioned into two subsets $\{a design objective on operations DO_f\}$ and $\{a design objective on variables DO_v\}$, where $DO_f$ is a set of sharing sets relevant to operations and $DO_v$ is a set of sharing sets relevant to variables and delays.

3.3 Scheduling

We propose a scheduling algorithm based on forcedirected scheduling algorithm proposed by Paulin and Knight [16]. It is a heuristic algorithm that maximizes area under time constraint, where the area is assumed to be determined (dominated) by the usage of such hardware resources as operational modules or registers. We extend it to consider both area and a design objective for weak testability.

In the force-directed algorithm, the number of hardware resources are reduced by balancing the concurrency of the operations of the same type. The algorithm is iterative, where one operation is assigned to some control step in each iteration. The selection of the operation and the control step is based on a measure called force. A force is calculated for each pair of an unassigned operation and a control step, and the pair with the minimum force is selected. The force reflects the influence of the assignment on the balance of the concurrency of the operations. We can use this idea for each sharing set in a design objective on operations $DO_f$. If we can make the concurrency of the operations in each $b_f$ balanced, many operations in $b_f$ are assigned to different control steps, and consequently, many operations can share the same operational module. In the extended scheduling algorithm, we consider a new measure test force as well as a force.

To define a test force, we first explain how to calculate the force. For time constraint and a (partially scheduled) DFG, a time frame of an operation is the interval $[t^S, t^L]$ where $t^S$ and $t^L$ are the earliest and latest control steps allowed by operation dependencies. The concurrency of the operations are computed for each operation type as expected numbers (called distribution) of operations assigned to each control step assuming that each operation is assigned to each control step within its time frame with the same probability.

Let an operation $op$ be assigned to a control step $s$. This assignment changes not only its time frame but also the time frames of the successors and predecessors of $op$ in the DFG. For operation $o$, let $t^f(o)$ and $t^l(o)$ be its time frames before and after the assignment, and
\( \delta(o) \) and \( \delta'(o) \) be the lengths of \( tf(o) \) and \( tf'(o) \) (Note that \( tf'(op) = [s, s] \)). Let \( Sc \) and \( Pr \) be sets of successors and predecessors of \( op \), and let \( type(o) \) denote a type of an operation \( o \). The probability \( p_o(t) \) of an operation \( o \) for a control step \( t \), and the distribution \( dist(k, t) \) of an operation type \( k \) in a control step \( t \) are defined as follows.

\[
    p_o(t) = \begin{cases} 
        \frac{1}{\delta(o)} & \text{if } t \in tf(o) \\
        0 & \text{otherwise}
    \end{cases} \\
    dist(k, t) = \sum_{o \in \{o | type(o) = k\}} p_o(t)
\]

The force \( F \) for the pair \((op, s)\) is calculated as follows. To reuse this definition for consideration of the weak testability, a function \( force \) takes functions \( dist \) and \( type \) as parameters.

\[
    F = force(op, s, dist, type) = \sum_{o \in \{op | S \cup Pr\}} \left\{ \frac{1}{\delta'(o)} \sum_{t \in tf'(o)} dist(type(o), t) \right. \\
    \left. - \frac{1}{\delta(o)} \sum_{t \in tf(o)} dist(type(o), t) \right\}
\]

Let \( bf_1, bf_2, \ldots, bf_m \) be sharing sets in \( DO_f \). Now we define \( sharing \), \( s.type \), \( test.dist \), \( test.dist \) and \( test.force \) \( TF \).

\[
    s.type(op) = \begin{cases} 
        i & \text{if } op \in bf_i \\
        0 & \text{otherwise}
    \end{cases} \\
    test.dist(i, t) = \begin{cases} 
        \sum_{o \in bf_i} p_o(t) & \text{if } i > 0 \\
        0 & \text{otherwise } (i = 0)
    \end{cases} \\
    TF = force(op, s, test.dist, s.type)
\]

In the extended scheduling algorithm, the pair of an operation and a control step with the the minimum \( (F, TF) \) in the lexicographical order is selected in each iteration. This means that we give priority a force \( F \) for area over a test force \( TF \) for testability, therefore, we can improve testability without sacrifice of area.

### 3.4 Binding

#### 3.4.1 Operational Module Binding

After scheduling, operational module binding is performed. Our module binding algorithm is based on the following straightforward way: for each operational module type, select a maximal subset scheduled to distinct control steps from operations that have not been assigned, assign the operations in it to one operational module, and repeat the above selection and assignment until all operations are assigned. From the assumption that all operations are single-cycle operations, this method guarantees the binding with the minimum number of operational modules.

In our module binding algorithm, we consider the design objective within the flexibility on the selection of the maximal subset. First we estimate the number of operational modules by the above straightforward way. For each operational module type \( k \), repeat the following assignment until all type \( k \) operations which appear in the design objective on operations \( DO_f \) are assigned.

- Select a maximum size set of unassigned operations such that all operations in it belong to the same sharing set and can be assigned to one of the estimated number of operational modules. Then, assign the operations in the set to the operational module. Here, a set of operations which can be assigned to an operational module means that all the operations in the set are scheduled to distinct control steps, and no operation scheduled to these control steps has been assigned to the operational module.

After assignment of the all operations which appear in \( DO_f \), assign the other operations. Apply the following assignment for the operational modules one by one: select a maximal set of unassigned operations that can be assigned to the operational module and assign them. This modified method also guarantees the minimum number of operational modules.

**Example:** Let \( op_1, op_2, \ldots, op_8 \) be the same type operations such that \( \{op_1, op_2, op_3\}, \{op_4, op_5, op_6\} \) and \( \{op_7, op_8, op_9\} \) are scheduled to control steps 1, 2, and 3, respectively. Let \( bf_1 = \{op_1, op_5, op_9\} \) and \( bf_2 = \{op_2, op_3, op_4\} \) be sharing sets in \( DO_f \). In the straightforward way, they may be assigned to three operational modules, say \( M_1, M_2 \) and \( M_3 \), as \( \{op_1, op_4, op_7\} \) to \( M_1 \), \( \{op_2, op_5, op_8\} \) to \( M_2 \) and \( \{op_3, op_6, op_9\} \) to \( M_3 \). In our algorithm, in the first iteration, each set of \( \{op_1, op_5, op_9\} \), \( \{op_2, op_4\} \) and \( \{op_3, op_4\} \) can be assigned to any of 3 operational modules, and the maximum one, \( \{op_1, op_5, op_9\} \), is assigned to one operational module \( M_1 \). Next, \( \{op_2, op_4\} \) is assigned to \( M_2 \), and then \( \{op_3\} \) is assigned to \( M_3 \). Among the remaining operations, \( \{op_7\} \) is assigned to \( M_2 \) and \( \{op_6, op_8\} \) is assigned to \( M_3 \). As a result, we obtain the assignment \( \{op_1, op_5, op_9\} \) to \( M_1 \), \( \{op_2, op_4, op_7\} \) to \( M_2 \), and \( \{op_3, op_6, op_8\} \).

#### 3.4.2 Register Binding

After scheduling and operational module binding, we perform register binding. First we assign delays to one register each. Then we assign variables to registers by a method based on a left_edge algorithm[17]. The left_edge algorithm is a register binding algorithm which assigns variables to the minimum number of registers. We extend this algorithm to consider the design objectives on variables \( DO_f \).
First we explain the left_edge algorithm. For each variable in a scheduled DFG, a life time is an interval from its birth time to its death time. The birth time is the control step when the value is generated as an output of some operation, and the death time is the latest control step when the variables is referenced as an input to another operation. For two variables with lifetimes \([b_1, d_1]\) and \([b_2, d_2]\) \((b_1 \leq b_2)\), the two variables can share the same register if and only if \(d_1 \leq b_2\) holds. We briefly describe the left_edge algorithm.

1. Sort all variables in the order of the birth time.

2. Pick the first variable in the sorted list and assign it to a new register.

3. Pick the first variable in the list whose birth time are equal to or later than the death time of the last assigned variable, and assign it to the same register.

4. Repeat 3 until no variable can be assigned to the same register.

5. Repeat 2 - 4 until all variables are assigned.

In the left_edge algorithm, if there are multiple variables with the same birth time, the sort result is not unique, that is, there is some flexibility. We consider testability within this flexibility on selection of the first variable.

We modify the step 3 as follows. A variable with the smallest birth time among the variables whose birth time are equal to or later than the death time of the last assigned variable is called a candidate variable. If there exist multiple candidate variables, give the following rules priority. Let \(V_{assign}\) be the set of variables assigned to the current register, and let \(V_{cand}\) be the set of the candidate variables.

- If one variable in \(V_{assign}\) and another variable \(v\) in \(V_{cand}\) belong to the same sharing set in \(DO_r\), choose \(v\). This has the highest priority.

- If no variable in \(V_{cand}\) belong to the same sharing set in \(DO_r\), as any variable in \(V_{assign}\), choose a variable which does not appear in \(DO_r\).

This modification guarantees that variables are assigned to the minimum number of registers.

**Example:** Let \(v_1, v_2, \ldots, v_8\) be variables whose lifetimes are as in Fig. 3. Let \(\{v_1, v_4\}\) and \(\{v_2, v_6\}\) be sharing sets in \(DO_r\). In the original left_edge algorithm, they may be assigned to 4 registers, say \(R_1, R_2, R_3,\) and \(R_4\), as \(\{v_1, v_3, v_7\}\) to \(R_1\), \(\{v_2, v_5, v_8\}\) to \(R_2\), \(\{v_4\}\) to \(R_3\), and \(\{v_6\}\) to \(R_4\). In the modified algorithm, after \(v_1\) is assigned to \(R_1\), \(v_4\) is selected among two candidate variables \(v_3\) and \(v_4\) since \(v_1\) and \(v_4\) belong to the same sharing set. As a result, we obtain the assignment \(\{v_1, v_4, v_8\}\) to \(R_1\), \(\{v_2, v_6\}\) to \(R_2\), \(\{v_3, v_8\}\) to \(R_3\), and \(\{v_5\}\) to \(R_4\).

4. **Experimental Result**

We made experiments on the proposed scheduling, operational module binding, and register binding algorithms. These three algorithms were applied in this order, for a given DFG and its design objective for weak testability. After register binding, we did interconnection binding using multiplexors in a straightforward way (if there are multiple connections with the same destination then realize each connection via a multiplexor), and checked the weak testability of the obtained RTL data path. If obtained RTL data path is not weakly testable, we apply the DFT technique proposed in [13] to make the data path weakly testable. In this DFT technique, thru operation is added to some inputs of operational modules.

Experiments were made on two benchmarks, the 5th order IIR cascade filter (5th IIR) and the 5th order digital elliptical filter (5th EWF), under different design objectives and different time constraints (constraints on the number of control steps). Figures 1 and 4 show DFGs of the 5th IIR and the 5th EWF. Tables 1 and 2 show the results for the 5th IIR and the 5th EWF, respectively. In each table, *time con.* denotes constraint on the number of control steps, *design objective* denotes the design objective for weak testability, *reg, add* and *mult* denote the numbers of registers, adders and multipliers of the synthesized RTL data path, and *DFT thru* denotes the number of thru inputs added to make the data path weakly testable. In addition, to show the efficiency of the weak testability, we made experiments on test generation. We applied test generation to the circuits obtained just by our high-level synthesis algorithms. We did not apply the DFT. We used a log synthesis tool AutoLogic (Mentor Graphics Co.) and an ATPG tool TestGen (Sunrise Test System, Inc.) on a SunUltraSPARC2 (300 MHz × 2). Columns *t.eff.* and *t.gen.* denote the test efficiency and the test generation time.

We select the design objectives as follows. First, we check the weak controllability of variables and operations in a DFG. We make a sharing set by combining a weakly controllable element and not weak controllable elements with the same type. At this point, we only con-
show the synthesized results without consideration of testability. In these cases, we did not obtain weakly testable data paths, and applied our DFT technique. Figure 5 (a) shows the data path corresponding the first row in Table 1. In this data path, only 4 hardware elements are weakly controllable before applying the DFT technique. In the cases where design objectives are considered, we can obtain weakly testable data paths without any DFT except for the two cases (the third row in Table 1 and the second row in Table 2). Figure 5 (b) shows the data path corresponding the second row in Table 1. In this data path, all hardware elements are weakly controllable, therefore, the data path is weakly testable. In the case of the second row in Table 2, though we do not obtain a weakly testable data path before applying the DFT technique, we need fewer thru inputs for weak testability than the case without design objective. Moreover, the 6th row in Table 2 shows that if the time constrained is relaxed to 20, we can obtain a weakly testable data path from the same design objective without thru inputs. It is the contrast to the case without design objectives (the first row and the fourth row in Table 2). In this case, the synthesized data paths need 2 thru inputs for weak testability for both time constraints. We obtained the similar results for the 5th IIR (Table 1). The case of the third row in Table 1 need one thru input for weak testability, but we do not need any thru input for the same design objective when the time constrained is relaxed (the 7th row). We can consider that the possibility that a design objective is satisfied becomes higher when a time constraint is relaxed. In all cases with consideration of design objectives, we did not sacrifice the numbers of such resources as registers, adders or multipliers, that may dominate area of the whole circuit. Test generation results showed high fault efficiencies and short test generation times for weakly testable data paths.
sharing for weak testability. We showed a sufficient condition of the design objective for the synthesized data path to be weakly testable. We proposed heuristic algorithms for scheduling, operational module binding and register binding which optimize area and design objective under the performance constraint. Experimental results showed that the proposed algorithms can achieve weak testability without sacrifice of area of generated data paths. We found that some design objectives were satisfied but others were not. It is important to understand what design objective is good, that is, what design objective is easily satisfied. As an ongoing work, we are now considering the goodness of design objectives, and how to extract such a good design objective from a DFG, and from a control data flow graph.

5. Conclusions

In this paper, we presented a high-level synthesis scheme that considers weak testability of generated RTL data paths, as well as their area and performance. In this scheme, we consider testability from the beginning of the high-level synthesis. This differs from most related works, in which testability is considered only during binding after scheduling.

In our scheme, first, we analyze a given DFG before synthesis and extract design objective on resource
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